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Summary

The January 2021 insurrection at the U.S. Capitol demonstrated that rampant disinformation and conspiracy theories pose an existential threat to American democracy. GMF Digital has documented why the social media platforms’ strategy of taking down content after it has gone viral is an ineffective response. This game of whack-a-mole fails to address the upstream platform design elements that enable disinformation campaigns to manipulate users, amplifying the salacious lie over the accurate report. Platforms themselves seem to be realizing the need for a new approach, implementing some new measures to slow virality and stop repeat offenders from spreading disinformation.

What remains, though, is a communications medium plagued by “deceptive design” of the user experience (UX)—one that makes it easy to manipulate consumers. The authors propose to replace “deceptive design” with empowering or “democratic design.” This paper and a companion paper by Caroline Sinders explain neutral design principles, how they are exploited to manipulate users, how they might instead be used to empower users, and how regulators can take account of design in their actions. These recommendations fit within a larger framework of revising and enforcing outmoded rules; encouraging the platforms to adopt a code of conduct to increase transparency and slow virality of disinformation; and empowering trustworthy civic information “infrastructure.”

It is well understood in the industry that design heavily influences how users interact with social media apps, websites, or search engines. Design choices such as color and font, the size and placement of action buttons, and the number of steps required to execute an action—what can be called design friction—all shape the UX and what information people absorb and release. Digital platforms and service providers shape the UX in ways that can be respectful of user autonomy and advance accurate, high-quality information, or in ways that subvert user choice and promote deception.

Regulators have incorporated design best practices in a number of offline policies. This paper surveys key examples of such, ranging from emissions labels on cars to health warnings on cigarette packs. These offline regulations were guided by design principles; design best practices should inform online policy as well. The authors detail how labels, interstitials, and virality disrupters can serve as speedbumps for viral content—allowing platforms the time to moderate appropriately and users the opportunity to gain more context. This paper contextualizes the authors’ recommendation for a “circuit breaker”—a mechanism that would arrest the velocity of viral content to provide platforms with the opportunity for content moderation. If yoked to the public interest, UX design can be a powerful tool in promoting productive citizen engagement on digital platforms.
Design Principles
Evidence-based research has identified basic digital design best practices involving navigation, text, color, and screen placement. A companion piece to this paper discusses more general design principles, while the focus here is on those design fundamentals as they apply to the digital user experience (UX). These best practices are value-neutral, however; they can be deployed as easily to deceive and exploit as they can be to inform and respect.

Leading design experts Jakob Nielsen and Ben Schneiderman emphasize basic principles of UX digital design that privilege ease of use and seek to reduce the cognitive load on users. They emphasize that design should give users enabling navigation tools, such as “go back” and “undo” buttons. According to the “three-click-rule,” it should not take more than three clicks to navigate to a desired location. Each additional click offers the opportunity for users to deviate from their initial intent, frustrating user agency. While some have argued against the utility of the rule, others maintain that the concept can be a useful reminder to design intuitively, so that tasks take as few steps as possible while letting users know where they are, where they are going, and how to get there.

The use of efficient and consistent design language across webpages, apps, and functions increases user efficiency and comfort. Graphic indicators help to minimize the cognitive demands placed on users. Research shows that text should be of sufficient contrast with background and of sufficient size to be noticed and read with ease. Apple, for instance, encourages developers to use 11-point font or higher. Several studies support the use of sans-serif fonts.

MIT researchers have found that larger font sizes outperform smaller ones, regular width outperforms condensed width, and uppercase letters outperform lowercase.

Color can be deployed strategically, making information more prominent and aiding in recall, while the consistent use of color can signal meaning for users. Warmer colors, like reds and yellows, are perceived as both brighter and closer to the user. The location of items on the screen can also signal the importance and relationship of information fragments. Design
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tenets of proximity and visual hierarchy affect how users interpret relationships between objects—the closer together items are, the more connected they seem to be. The use of bold and nonbold text can serve a related function, grouping objects together and conferring a shared status (such as unread and read emails).

Dark patterns commandeer design principles to confuse, frustrate, and mislead users into acting against their interests.

Real-world studies have confirmed the importance of these UX design choices. For example, one study conducted experiments with more than 80,000 users on a German website to analyze how design choices influenced interaction with consent notices. This found that users were more likely to interact with a notice displayed in the lower left of the screen, were more likely to click “Accept” when a button was pre-highlighted, and tended to make binary decisions about whether to accept or decline even when given more granular options.

**Dark Patterns**

The findings briefly outlined above can be used as easily to manipulate users as to empower them; in the former case design choices may be called “dark patterns.” Coined by Harry Brignull in 2010, the term describes manipulative design choices that make users do or believe things (enrolling in mailing lists, accepting cookies, succumbing to conspiracy theories pushed at them) that they did not initially intend.
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nderstanding the effect of that is really important to us as we craft our strategy for the digital economy.”

Researchers have defined dark patterns variously as interfaces that attempt to “guide end-users into desired behaviour through malicious interaction flows,” “nudges … against the user’s own interest,” and designs “that obfuscate interface elements that could … protect user privacy.” A study of digital dark patterns concluded that they “are strikingly effective in getting consumers to do what they would not do when confronted with more neutral user interfaces.”

Examples of such dark patterns abound. They can be used to circumvent such regulations as the GDPR requirements for obtaining user consent for personal data collection. One study focusing on U.K. users found that less than 12 percent of examined websites satisfied the GDPR consent requirements. Shopping websites are riddled with dark patterns and there are dozens of third-party entities that will implement dark patterns in websites as a service. Dark patterns appear to exist on 95 percent of popular Android apps.

Researchers are iterating on Brignull’s initial taxonomy, finding new dark patterns, exploring designers’ motivations for implementing them, and investigating the patterns’ prevalence “in the wild.” Among the dark patterns commonly deployed on social media is “sneaking”, which has been defined as “attempting to hide, disguise, or delay the divulging of information that is relevant to the user.” In previous work, we have identified how purveyors of misinformation and disinformation bury their identity in fake accounts and “trojan horse” sites. The latter are sites that leverage the trust and credibility of what appear to be local newspapers as cover for spreading conspiracy theories and lies.

**Design Thinking in Regulation**

Design is central to how platforms can produce or reduce online harms. Policymakers need to incorporate design thinking into the rules they develop and the self-regulation they encourage. The companion piece to this paper provides a case study from Europe on the failure of the GDPR to adopt design thinking and shows how regulated entities are able to exploit this oversight to evade compliance with mandatory disclosures.
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By contrast, the examples below show how U.S. federal agencies have employed design thinking to shape mandatory disclosures intended to empower consumers and advance substantive health and environmental goals. In so doing, they engaged in consumer research and evaluated evidence about the effectiveness of different message layouts, the impact of graphic design and illustration, and the utility in general of design principles. Three of these examples are from the offline world, but one emerges from the online application of the originally offline Americans with Disabilities Act.

Fuel-Economy Labels
The Environmental Protection Agency and the National Highway Traffic Safety Administration were required by the Energy Policy and Conservation Act of 1975 and the Energy Independence and Security Act of 2007 to require that fuel-economy labels be pasted to the windows of vehicles for sale. These labels had to have particular information, including fuel-economy measurements and emissions levels. When undertaking a redesign of the labels in 2011, the agencies took very seriously the physical layout of the label information “so as to maximize usefulness and minimize confusion for the consumer.” They conducted consumer research to see how consumers might respond to different designs. Specifically, they convened consumer focus groups to probe such criteria as legibility, comprehensibility, and uniformity, and they also assembled an expert panel from the advertising and product development industries.

This research and consultation informed the look and placement of the final labeling requirements, including the mandate that the label be displayed prominently in the upper-left part of the window.

Consumer Energy Labels
The Department of Energy redesigned mandatory consumer energy labels in 2019. The final rule required that the labels use “one size, similar colors, and typefaces with consistent positioning of headline, copy, and charts to maintain uniformity” to aid consumers in making informed decisions. Specific directions for height, width, font, and type size are included, along with label and type colors and label placement on the product to ensure its easy legibility.

Nutrition Labels
The Nutrition Labeling and Education Act of 1990 required the Food and Drug Administration (FDA) to establish criteria for nutrition labels that consumers could “readily observe and comprehend” and “understand its relative significance in the context of a total daily diet.” The FDA understood this instruction to require research into consumer perception and understanding as they relate to label design. Major scientific groups urged the FDA to use consumer research studies to help set the formatting guidelines for labels, and it placed “considerable emphasis on the

importance of consumer research in developing a new format for the nutrition label because of this advice.”

In 2016, when updating the food nutrition labels, the FDA stated explicitly that its proposals were “based on graphic design principles,” referencing past research that offered evidence-based design recommendations—such as an emphasis on simple formats for comprehensibility—and enlisting the aid of graphic design experts. After developing multiple label options the FDA commissioned two consumer studies, one using an experimental design methodology and one using eye-tracking methodology, that examined the proposed changes to the label format and consumers’ interpretations of information. The outcome of their design-driven inquiry was a new format for “calories,” with increased type size and a numeric value highlighted in bold or extra bold type.

**Cigarette Warning Labels**

Pursuant to the Family Smoking Prevention and Tobacco Control Act of 2009 and years of engagement with health communications research, the FDA in 2020 adopted redesigned graphic warning labels for cigarette packages and tobacco advertisements. The text-only warnings that had adorned cartons for over 30 years had become functionally “invisible.” They did “not effectively promote greater public understanding of the risks of smoking because they [did] not attract attention, [were] not remembered, and [did] not prompt thoughts about the risks of smoking.” With the act Congress focused on design by mandating that the FDA adopt color graphics to accompany text warnings in mandatory labels. The agency was authorized to alter the text, format, type size, and graphics of the health warnings if doing so would “promote greater public understanding of the risks associated with the use of tobacco products.”

The FDA went about this task with a research-based design process that guided the location, prominence, look, and content of the warning labels. The label must occupy the top half of a cigarette pack’s front and back. Citing consumer studies that support graphics, including a meta-analysis on combined text and image, the FDA also directly undertook two studies with over 12,000 participants to test the efficacy of proposed labels.

**ADA Application to Websites**

The U.S. federal government has already had some experience in applying design thinking to the digital space. Title III of the Americans with Disabilities Act (ADA) prohibits discrimination due to disability in places of public accommodation, such as restaurants, schools, and retail stores, as well as commercial facilities like offices and factories. In 2010, the Department of Justice published updated Standards for Accessible Design. These set out mandatory design considerations for the built environment, ranging from drinking fountains and dressing rooms to access ramps and ATM machines, with detailed diagrams and dimensions. While Title III does not specifically address the Internet, which was still in its infancy at the time of the act’s passage, its requirements have been interpreted to cover at least some portion of the
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online world. Title III protections generally apply when there is a connection between a website and access to a physical place of public accommodation, and in some jurisdictions even when there is not.

A loose consensus has developed around the features that certain digital spaces should have, as detailed in the Web Content Accessibility Guidelines (WCAG) which address mobile and tablet accessibility. Examples include a contrast ratio of text to background, alternatives to mouse hovers or clicks, consistent navigation signals, and giving users controls over audio and video. The Department of Justice proposed the WCAG 2.0 standards as the official technical standard for state and local government websites and web content in a 2016 supplemental advance notice of proposed rulemaking, but this was withdrawn by the Trump administration. In that same aborted rulemaking, the department made clear that social media platforms fall within Title III’s scope, naming Facebook, Twitter, YouTube, and LinkedIn as examples. The federal government itself is bound to use the WCAG 2.0 standard.

Empowering Design

The same design patterns used to manipulate users and keep them in the dark can be deployed instead to shed light. If friction can impede users from exercising their will, it can also empower users by slowing the onslaught of disinformation and other noise. If legibility can be perverted to make text hard to see or read, it can also be used to make communications more conspicuous. If the time it takes to locate information and act on it can be varied, platforms can shorten the path to civic information that empowers citizens instead of manipulating them. The design discipline’s best practices around legibility and contextual clues can be deployed to reduce the noise of disinformation and increase the signal of civic information. The use of good design to reduce cognitive load, employ color and size strategically, and highlight healthy choices can and should be redirected to support a healthy information environment. Recent legislative proposals and enactments have begun to take on the use of digital dark patterns. Much less work has been done to encourage the use of empowering design.

Recent Proposals and Enactments to Curb Dark Patterns

Policymakers have begun to adopt design thinking in their efforts to deter dark pattern techniques. Recent proposals in the United States and the EU address design head-on, requiring transparency, default settings, access, and ease of use.

Senators Mark Warner and Deb Fischer introduced in 2019 the Deceptive Experiences to Online Users Reduction Act (DETOUR Act) to prohibit the use of dark patterns designed to coerce the sharing of personal data. It defined dark patterns as design choices “obscuring, subverting, or impairing user autonomy, decision-making, or choice,” exemplified by interfaces that hide alternative settings and default privacy features that encourage unknowing consent, while making it arduous and complicated to alter default settings. The DETOUR Act would mandate the creation of a professional standards body able to promulgate best practices on user interface design, with the Federal Trade Commission serving as a regu-
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latory backstop. This body would establish settings that enhance privacy protection by default, and would offer guidance to platforms on negative elements of design that could infringe on user autonomy, choice, and decision-making.\(^ {68}\)

*The same design patterns used to manipulate users and keep them in the dark can be deployed instead to shed light.*

California has legislated against dark patterns in its Consumer Privacy Rights Act, which stipulates that consumer agreements obtained through the use of dark patterns do not constitute consent. Like the DETOUR Act, this defines dark patterns as user interfaces that subvert or impair “user autonomy, decision-making, or choice,” and clarifies that user consent to broad or generalized “terms of use” does not constitute specific consent for the gathering and use of personal information.\(^ {69}\)

The EU has similarly sought to combat strategies meant to contravene user choice and agency. The basic notion of consent in the GDPR is that it must be a “freely given, specific, informed and unambiguous” indication of a user’s wishes. Services cannot be conditioned on users giving up their personal data.\(^ {70}\)

As demonstrated in the companion piece to this paper, websites have used manipulative design to undermine the intent of the GDPR, making it difficult for users to access sites without agreeing to give access to their data.\(^ {71}\)

The EU’s proposed Digital Services Act stresses the importance of ensuring clarity and comprehensibility for users. For recommendation systems, such as those used in algorithmic ranking and suggestion features, the act would require very large online platforms to present the central parameters used by recommendation systems “in an easily comprehensible manner to ensure that the recipients understand how information is prioritised for them,” while also providing users a series of alternative recommendation methods.\(^ {72}\)

The act’s notice and action mechanisms similarly mandate ease of access and use,\(^ {73}\) while imposing transparency obligations for advertisers and online merchants that incorporate user accessibility and comprehensibility requirements.\(^ {74}\)

Separately, the EU’s Code of Practice on Disinformation, joined by the major platforms in 2018, has established reporting requirements that push them to detail new design decisions and features meant to highlight authoritative information and increase its consumption.\(^ {75}\)

The EU’s review of the code in September 2020 found that, while it provided an important framework for cooperation among different stakeholders and illuminated platform initiatives, its voluntary nature meant that it lacked essential features such as clear performance indicators and an adequate (and enforceable) monitoring system.\(^ {76}\)

**Approaches to Promote Empowering Patterns**

The examples above focus on the regulation of dark patterns to prevent privacy violations and deception. There has been less policy work on how design could help promote the signalling of high-quality information (meaning generally fact-based, useful for civic participation, and having the tendency to improve
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democratic discourse).\textsuperscript{77} One area of design, requiring additional research by the platforms, that could reduce the prevalence of bad information is the positive use of friction. Just as “frictive” design can disempower users (for example, the use of pop-ups to command attention), it can also be used to empower them. Several digital platforms have experimented with interstitials—overlaid or pop-up messages—that discourage users from furthering false narratives, and intentional communication delays to reduce the prevalence of low-quality information.

Twitter has a policy of labeling tweets that contain misleading information about civic integrity, COVID-19, and synthetic and manipulated media. When users attempt to share tweets that have received a misleading information label, a prompt is supposed to be displayed pointing them to credible information before they are able to amplify the falsehoods.\textsuperscript{78} Twitter says that it places the tweets of public officials that violate its policies behind a screen that offers context about the rule violation and compels people to click through the notice in order to see the tweet. Tweets that have received a notice screen cannot get likes or retweets but only quote tweets; this ensures the tweet is not algorithmically recommended by Twitter.\textsuperscript{79} At one point, Twitter interrupted users trying to retweet articles they had not read by asking them if they would like to read the article before sharing.\textsuperscript{80} The initial rollout on Android devices provided encouraging figures: people who saw the prompt opened articles 40 percent more often, and the overall proportion of people opening articles before retweeting increased by 33 percent.\textsuperscript{81} Twitter eventually suspended the rule because it was not convinced that slowing down transmission of disinformation increased information quality.\textsuperscript{82} However, recent research in applied psychology suggests that encouraging deliberation increases individuals’ capacity to discern whether a headline is true or false.\textsuperscript{83}

\textbf{Just as “frictive” design can disempower users, it can also be used to empower them.}

More serious frictive solutions had better effects. Analysis by the Washington Post of over 30,000 tweets by political figures in the first two weeks of November 2020 (just before and after the U.S. presidential election) revealed that a “hard intervention”—a screen over the disinforming tweet and the prevention of likes, replies, or retweets—greatly reduced spread.\textsuperscript{84} However, tweets that received only a “soft intervention”—a warning label—continued to spread.

Last year we proposed another type of friction to improve the information environment: virality disrupters to slow the contagion of disinformation and hate, including a circuit breaker that would stop traffic on a post once it reached a certain level of virality and pending human review for online harms.\textsuperscript{85} The analogy is to stock market circuit breakers that are triggered when stock prices drop precipitously in order to allow investors to take a breath and deliberate. This idea has been implemented to a degree by Face-

\textsuperscript{77} There is no consensus definition of high-quality information. One of the best reviews of conceptions of high-quality journalism as a product and process is Stephen Lacy and Tom Rosenstiel, “Defining and Measuring Quality Journalism,” Rutgers School of Communication and Information, March 2015. The Trust Project has developed eight indicators for the international classification of trusted news sources. At the core of most definitions is a commitment to accuracy, transparency, and fairness.

\textsuperscript{78} Vijaya Gadde and Kayvon Beykpour, “Additional steps we’re taking ahead of the 2020 US Election,” Twitter, October 9, 2020.

\textsuperscript{79} Twitter, “About public-interest exceptions on Twitter,” last accessed April 21, 2021.

\textsuperscript{80} Twitter Support, “Tweet,” June 10, 2020.

\textsuperscript{81} James Vincent, “Twitter is bringing its ‘read before you retweet’ prompt to all users,” The Verge, September 25, 2020.


book, which revealed that for some types of policy-violating content distribution is dampened for a week while factcheckers deliberate over its veracity. This idea has now been picked up and recommended by the transnational Forum on Information and Democracy, the Working Group on Infodemics Policy Framework (2020), and the Center for American Progress.

There is a need to create design codes for digital space that promote civic information and user autonomy.

Elsewhere we have described what the virality curve might look like at the point at which the circuit breaker kicked in, noting that a trigger of 100,000 Facebook interactions in 12 hours might be an appropriate inflection point, at which time the platforms could take action and perform a policy review. Because only the platforms have the proprietary data to determine the speed and spread of a post, the circuit breaker idea depends on their cooperation and data disclosures.

Conclusion

Builders in physical space have building codes to safeguard the public interest, some of which are voluntary best practices. There is a need to create design codes for digital space that promote civic information and user autonomy. These could provide for consistent and effective presentation across platforms of advertising source disclosures, certifications for trustworthy information sources, the prominent placement and algorithmic boosting of civic information (as the platforms have done with information from the Centers for Disease Control and Prevention during the coronavirus pandemic), and signifiers of media manipulation to help users identify alterations. These mechanisms of empowering design, drawing on techniques of prominence, legibility, and speed, would help to promote fact-based information that is important for democratic participation, as well as to empower users.

---
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